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PAPER
Packet Delay Estimation That Transcends a Fundamental Accuracy
Bound due to Bias in Active Measurements∗

Kohei WATABE†a) and Kenji NAKAGAWA†b), Members

SUMMARY For network researchers and practitioners, active measure-
ment, in which probe packets are injected into a network, is a powerful tool
to measure end-to-end delay. It is, however, suffers the intrusiveness prob-
lem, where the load of the probe traffic itself affects the network QoS. In
this paper, we first demonstrate that there exists a fundamental accuracy
bound of the conventional active measurement of delay. Second, to tran-
scend that bound, we propose INTrusiveness-aware ESTimation (INTEST),
an approach that compensates for the delays produced by probe packets in
wired networks. Simulations of M/M/1 and MMPP/M/1 show that INTEST
enables a more accurate estimation of end-to-end delay than conventional
methods. Furthermore, we extend INTEST for multi-hop networks by us-
ing timestamps or multi-flow probes.
key words: active measurement, probe packets, bias, intrusiveness, delay

1. Introduction

It is important to accurately estimate end-to-end delay and
evaluate the path quality when we design networks and ap-
plications. Real-time applications, such as audio/video con-
ferencing and IP telephony, require low end-to-end delay
compared to traditional applications such as e-mail, web
browsing, etc. ITU-T Recommendation G.114 [1] mentions
that an end-to-end delay of more than or equal to 150 [msec]
adversely affects the communication quality of interactive
Voice over IP (VoIP) applications. It is especially impor-
tant to accurately estimate not only average delay, but also
high quantile delays, since the communication quality of a
VoIP application is characterized by them. Active measure-
ment [2], in which probe packets are injected into a network,
is one representative measurement technique for end-to-end
delay.

Prior works on active measurement have left us with a
rich collection of literature. Many tools that estimate end-
to-end delay [3]–[5], packet loss [6], [7], available band-
width [8], [9], link delay [10], traffic characteristics [11],
node failure [12], [13] have been proposed in prior works,
and large-scale measurements in real networks have allowed
a better understanding of variable characteristics of the net-
works [14], [15]. Additionally, some works have focused on
the accuracy or overhead of active measurements [16]–[21].
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A problem with active measurement, however, is that
when we inject many probe packets into network (so as to
improve accuracy), the load given by this probe traffic itself
acts to impair path quality [22], [23]. In the active measure-
ment of end-to-end delay, probe packet injection is treated
as a method of sampling of the delay process of target path.
If there were no such intrusive effect, estimation accuracy
would be improved as the probe load increases. In real-
ity, however, the transmission of probe packets itself con-
sumes network resources. Thereby, the delays experienced
by probe packets in a network with probe load tend to be
larger than the virtual delay in the same network without
probe load.

Needless to say, network researchers and practitioners
are not interested in the delay of a network with probe load,
but rather in the delay of that network without probe load.
Nonetheless, because of this intrusiveness, conventional es-
timators based on the delay experienced by probe packets
estimates larger value than the true value (i.e., the virtual de-
lay of the network without probe load). In other words, con-
ventional estimators of delay are biased. Baccelli et al. [22]
clarified the utility of Poisson Arrivals See Time Average
(PASTA) when we measure the delay without bias. They
indicated that the delay experienced by probe packets cor-
responds to the virtual delay of the network if the injecting
time of probe packets follows Poisson arrivals. Note, how-
ever, that under this treatment, the obtained estimation is the
mean delay of a network with probe load. Roughan [23]
discusses accuracy in terms of the variances of conventional
estimators but does not consider the bias. Accordingly, dis-
cussion is needed in which such bias is taken into consider-
ation.

In this paper, we first show that the conventional esti-
mation of delay has a fundamental accuracy bound due to
bias. To evaluate the effect of bias on accuracy, we calcu-
late the Mean Squared Error (MSE) of a conventional es-
timator for the number of packets in a router modeled by
M/M/1. Through this evaluation, we show that MSE has a
lower bound varying the probing rate.

To transcend this MSE bound, we next propose
INTrusiveness-aware ESTimation (INTEST), an approach
that allows us to estimate the virtual delay of a wired net-
work without probe load from the delay of that same net-
work with probe load. INTEST achieves the estimation by
compensating for the increased delay brought about by the
load imposed by probe traffic. Performing simulations with
single M/M/1 queuing, MMPP/M/1, and a multi-hop net-
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work, we show that INTEST enables more accurate estima-
tion of delay quantiles than conventional estimator.

The remainder of this paper is organized as follows.
Section 2 summarizes previous works regarding active mea-
surements of delay. We formulate the intrusiveness problem
of active measurement in Sect. 3. In Sect. 4, by theoretically
calculating MSE, we show that there exists a lower bound
of MSE when estimating the number of packets in a router
modeled by M/M/1 queuing. In Sect. 5, we summarize IN-
TEST, and in Sect. 6, we extend it for multi-hop networks.
We evaluate it through simulations in Sect. 7. Finally, we
conclude the paper and present issues for future research in
Sect. 8.

2. Related Works

As mentioned above, it is important to estimate high quan-
tile of end-to-end delay of networks, though accurate esti-
mation is a difficult task. Some prior works [17], [20] have
tried to estimate high quantile of end-to-end delay. Choi et
al. [17] has proposed a scheme that estimates a high quan-
tile with bounded error. The scheme allows us to know the
minimum number of probe packets needed to bound the er-
ror of quantile estimation within a prescribed accuracy. In
[17], the error of the quantile estimation is theoretically ob-
tained as a function of the number of probe packets. There-
fore, we can optimize the measurement overheads of active
measurement using the function. Sommers [20] also have
proposed an estimator of high quantile. Since the estima-
tor provides confidence intervals, we can tune the number
of probe packets to achieve the required accuracy. The load
of probe packets is, however, not taken into consideration in
[17], [20]. These works cannot transcend the fundamental
accuracy bound due to bias.

There are a few works that mention the effect of the
probe traffic on the path quality. Baccelli et al. [22] have
shown that an arrival process of the probe packets affects an
estimator. In [22], Baccelli et al. indicated that the mean
delay experienced by probe packets is equal to the mean
delay of the network when the injected probe packets fol-
low Poisson arrival. If we inject the probe packets upon
the other arrival processes, the mean delay experienced by
probe packets does not correspond to the mean virtual de-
lay of the network. The estimator in the work, however,
cannot estimate the delay of a network without probe load
though it estimates the delay of a network with probe load.
Roughan [23] has indicated that the variance of an estima-
tor is increased by both excessive and insufficient numbers
of probe packets. The excess of the number of probe pack-
ets increases the total traffic, and the deficiency of that leads
lack of samples. The optimal probe rate is theoretically de-
rived for the router that is modeled by M/M/1 queuing in
[23]. Roughan [23] has not taken the accuracy bound due to
the bias into consideration, though he has shown the accu-
racy bound of active measurement due to the variance.

Aida et al. [24] proposed a technique that transforms
virtual delay into the delay experienced by user packets.

Aside from reference [24], the works [17], [20], [22], [23]
measure virtual delay of the network. If the probe pack-
ets follow Poisson arrival, the mean delay experienced by
probe packets corresponds to the mean virtual delay of the
network [22]. Even if we inject the probe packets upon Pois-
son arrival, the delay experienced by probe packets does not
correspond to the delay experienced by user packets unless
user packets follow Poisson arrival. By using the technique
of [24], we can estimate delay experienced by user packets
from virtual delay measured by probe packets. Needless to
say, accuracy of a delay estimation of user packets improves
as the accuracy in estimating the virtual delay improves.

3. Formulation of the Intrusiveness Problem

First of all, we formulate the intrusiveness problem of ac-
tive measurement, and show how we evaluate the effect of
bias on accuracy. We define the target traffic as a traffic that
streams from an edge node a to an edge node b of a network.
We let Dg(t) [sec] denote a virtual one-way delay from a to
b at time t. The subscript g indicates that the process rep-
resents the so-called ground truth of the delay. We define
cross traffic as the traffic that excludes the target traffic from
the whole traffic in the network. Dg(t) is the virtual delay of
the network without probe load. If applying an active mea-
surement to determine a characteristic of the virtual delay
Dg(t), we add probe traffic to the traffic that streams from
the edge node a to b.

Similarly, we let Dgp(t) [sec] denote a virtual one-way
delay from a to b on the network with probe load at time
t, where the subscript gp stands for ground truth and probe
traffic. Note that Dgp(t) differs from Dg(t). Our goal is to
accurately estimate a characteristic of Dg(t) from the active
measurement.

Based on delays that are experienced by n probe pack-
ets, we estimate the mean, quantile, and other statistics
about the one-way delay. We let Ti (i = 1, . . . , n) denote
the time at which ith probe packet is injected into the net-
work (i.e., the packet is dequeued from the queue of source
side edge node a). The delay that is experienced by ith probe
packet is expressed by Dgp(Ti). When estimating the mean
virtual delay, the conventional estimator is

D̂ave =
1
n

n∑
i=1

Dgp(Ti). (1)

Furthermore, when we estimate the q-quantile of delay, we
define κ(q) = ⌈(1 − q)n⌉, where ⌈·⌉ denotes the ceiling func-
tion. Then, the conventional estimator for the q-quantile is
the κ(q)th largest value D̂qua(q) among the delays Dgp(Ti)
experienced by the probe packets [20].

In this paper, we consider the case that network re-
searchers and practitioners estimate the characteristics of
Dg(t). When they measure characteristics of a network, they
perform active measurement temporally. In this situation,
they want to estimate the characteristics in an usual state
of the network. Conversely, in a part of applications where



WATABE and NAKAGAWA: PACKET DELAY ESTIMATION THAT TRANSCENDS A FUNDAMENTAL ACCURACY BOUND DUE TO BIAS
1379

probe packets are always injected into a network (e.g., SLA
monitoring), we may consider that they want to estimate the
characteristics of Dgp(t). This type of continuous measure-
ments are out of scope of this paper.

Since Dgp(t) , Dg(t), D̂ave and D̂qua(q) are generally
not unbiased. A delay experienced by a probe packet is not
much affected by other probe packets when the number of
probe packets n is small. However, if n is small, the esti-
mator variance is large (and accurate estimation is difficult)
since there are only a few samples. On the other hand, if
n is large, the accuracy of the estimator increasingly suffers
from bias because of the delays experienced by other probe
packets. In short, there is a trade-off between the variance
and bias of an estimator.

A biased estimator can be assessed by MSE, which is a
statistic composed of the variance and bias of an estimator.
The MSE of an arbitrary estimator P̂ is defined as follows:

Var[P̂] + {E[P̂] − P∗}2 = E[(P̂ − P∗)2], (2)

where P∗ denotes the true value of the virtual delay.

4. A Fundamental Bound on the Accuracy of Active
Measurement

By analyzing a router modeled by M/M/1 queuing, we show
that the conventional estimation by active measurement of
delay is restricted by a fundamental bound on the accuracy
due to bias. Here, we evaluate the accuracy of estimation by
MSE. We verify the dependence of the accuracy on probing
rate by plotting the MSE of the estimator as a function of
probing rate.

To theoretically verify the dependence of accuracy on
probing rate while taking such bias into consideration, we
consider MSE regarding the number of packets in a router
modeled by M/M/1 queuing. In this first analysis, we es-
timate the mean or quantile of the number of packets in a
router, and next we will estimate the delay. We assume
that target traffic packets and probe packets are generated
according to Poisson processes with rate λg [packet/sec] and
λp [packet/sec], respectively. Because the superposition of
two Poisson process is also Poisson, the queue is mod-
eled by M/M/1. The service rate of the M/M/1 queue is
µ [packet/sec]. We estimate the mean number of packets
in the router without probe load by the sample average
M̂ave = n−1 ∑n

i=1 Mgp(Ti), where Mgp(Ti) [packet] denotes
the number of packets in the router at time Ti. Note that the
true value of the estimator is the mean number of packets
in a router without probe load, though Mgp(Ti) is the num-
ber of the packets in a router with probe load. Under active
measurement, we cannot observe the number of packets in
a router. However, we can analytically derive the MSE of
the estimator regarding the number of packets in a router,
and the results provide good insights on accuracy character-
istics.

We will calculate the MSE by using the autocovariance
function r(ρ, τ) of the process M(t) of the number of packets
of M/M/1 queue. r(ρ, τ) is given by

r(ρ, τ) = E [(M(t) − E[M(t)])(M(t + τ) − E[M(t)])]

≃ ρ

2(1 − ρ)2

(
e−A(ρ)|τ| + e−B(ρ)|τ|

)
,

A(ρ) =
(1 − ρ)2

1 + ρ +
√
ρ
, B(ρ) =

(1 − ρ)2

1 + ρ − √ρ ,

where ρ denotes the utilization of M/M/1 queue [23], [25].
The variance σ2 = Var[M̂ave] that corresponds to

Var[P̂] in Eq. (2) can be expressed by r(ρ, τ) and ρgp ≡
(λg + λp)/µ as

σ2 =
1
n

r(ρgp, 0) +
1
n2

∑
i, j

E[r(ρgp, |Ti − T j|)]

=
1
n

r(ρgp, 0) +
1
n2

∑
i, j

∫ ∞

0
r(ρgp, t) f (t, |i − j|, 1/λp)dt

≃
ρgp

n(1 − ρgp)2 +
2
n2

n∑
k=1

{
ρgp(n − k)
2(1 − ρgp)

×
(

(λp)k

λp + A(ρgp)k +
(λp)k

λp + B(ρgp)k

) }
,

where f (t, k, α) denotes the probability density function of
an Erlang distribution with shape parameter k and scale pa-
rameter α [23]. On the other hand, the bias ε that corre-
sponds to E[P̂] − P∗ in Eq. (2) can be expressed in terms of
ρg ≡ λg/µ and ρp ≡ λp/µ as

ε =
ρgp

1 − ρgp
−
ρg

1 − ρg
=

ρp

(1 − ρg)(1 − ρgp)
.

As a result, we can calculate MSE as σ2 + ε2.
Substituting concrete values into the MSE variables

and varying the number n of probe packets, we derive the
MSE relation shown in Fig. 1. Assuming the link capac-
ity and the mean packet length to be 155.52 [Mbps] and
600 [byte], respectively, we have µ = 32400 [packet/sec].
The link utilization ρg of the target traffic is set to 0.9. We
set the mean measurement period l to 1.0 [sec]. To inject n
probe packets in the period, we set probing rate λp to n/l.
We will finish the measurement by the nth probe packet.
Note that injecting time of the nth probe packet is not al-
ways l since injecting time follows Poisson arrivals though
the mean time is l. Note that in Fig. 1, the horizontal axis
represents the ratio of probe load to the link capacity.

In Fig. 1, we see that MSE has a lower bound (i.e., a
limit of accuracy). When the ratio ρp of probe load to the
link capacity is low, the variance σ2 is large, hence MSE is
large. This is because we cannot obtain sufficient sampling.
When ρp is large, MSE also becomes large, even though
the variance is low, because the bias ε is large. The lower
bound of MSE is around 1.5 [packet2]. We cannot obtain a
more accurate estimation by increasing nor decreasing the
number of probe packets.

Furthermore, in practical measurements, it is very dif-
ficult to determine the optimal probe load because of a de-
pendency on the ratio ρg of traffic load to link capacity. The
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Fig. 1 MSE of an estimator for the number of packets in a router mod-
eled by M/M/1 queuing.

process of the number of packets in a router may not cor-
respond to that of delay, as mentioned above. The delay is,
however, proportional to the number of packets, in the queue
and we confirm that similar results are obtained upon delay
estimation based simulation (see Sect. 7).

5. Intrusiveness-Aware Estimation

We here propose INTEST, an approach that compensates
for delays produced by probe packets on wired networks
and transcends the accuracy bound mentioned in Sect. 4.
INTEST estimates the delay Dg(t) of the network without
probe load from the delay Dgp(Ti) of the network with probe
load. This estimation is done by subtracting the delay pro-
duced by the load given by probe traffic. Note that Dgp(t) is
always larger than Dg(t) as shown in Fig. 2.

5.1 Delay in Busy Periods

We first consider a network in which a single router with
FIFO queuing is connected between two edges a and b, and
the delay from the egress port of a to the ingress port of b
is measured. We clarify the relationship between the delay
Dg(t) of the network without probe load and the delay Dgp(t)
of the network with probe load. Letting c [bps] denote the
link capacity, we define the amount of data Bgp(t) [bit] in the
queue at time t as

Bgp(t) =


lim
τ→t−0

Mgp(τ)∑
h=1

xh − c(t − u0(t)), (Mgp(t) > 0),

0 , (Mgp(t) = 0),
(3)

where xh [bit] (h = 1, 2, . . . ,Mgp(t)) denotes the length of
hth packets in the queue and u0(t) denotes the transmission
start time of a packet transmitting at time t. A delay Dgp(t)
that is experienced by a packet injected at time t into the
network is related to Bgp(t) as Dgp(t) = Bgp(t)/c + d, where
d denotes a propagation delay of end-to-end path (i.e., d is
the sum of the propagation delays on the two link).

Letting an interval [s, e) denote a busy period (i.e., a
maximal interval where the number of packets in the router
is positive), amounts of data Bgp(t1) and Bgp(t2) at times t1
and t2 (s ≤ t1 ≤ t2 < e) are related as follows.

Fig. 2 Relationship between Dg(t) and Dgp(t).

Bgp(t2) = Bgp(t1) + Xgp(t1, t2) − c(t2 − t1),

where Xgp(t1, t2) [bit] denotes the total amount of traffic ar-
rived in interval [t1, t2). We let [s j, e j) denote the start and
end time of the jth busy period of the router with probe load
(see Fig. 2). We derive the following equation regarding the
amount of data Bgp(t) [bit] in the network with probe load.

Bgp(Ti)=Bgp(Ti−1) + Xg(Ti−1,Ti) + xp
i−1 − c(Ti − Ti−1),

( i ∈ { ι |s j ≤ Tι−1,Tι < e j }).
Xg(Ti−1, Ti)=Bgp(Ti) − Bgp(Ti−1) − xp

i−1 + c(Ti − Ti−1),
( i ∈ { ι |s j ≤ Tι−1,Tι < e j }). (4)

Here, Xg(t1, t2) [bit] denotes the total amount of cross and
target traffic that stream the same path with the probe pack-
ets in an interval [t1, t2) and xp

i [bit] denotes the length of
ith probe packet. Note that Bgp(Ti) does not include probe
packet injected at time Ti since Bgp(t) is defined by Eq. (3).
The last term on the right-hand side of Eq. (4) represents the
amount of transmitted data in [Ti−1, Ti). Since we assume
that [s j, e j) is a busy period, the amount of transmitted data
can be expressed as the product of the capacity c and time
Ti − Ti−1.

We can clarify relationship between Dg(Ti) and
Dgp(Ti) since a similar relationship holds for Bg(t) [bit] in
[sk

j, e
k
j) (k = 1, 2, . . . ,m j) (intervals A in Fig. 2). Here, we let

sk
j(k = 1, 2, . . . ,m j) and ek

j denote the start and end times of
the kth busy period of the router without probe load within
an interval [s j, e j). m j denotes the number of the busy pe-
riods of the router without probe load within an interval
[s j, e j). Then, we have

Bg(Ti) = Bg(Ti−1) + Xg(Ti−1,Ti) − c(Ti − Ti−1), (5)

for i ∈ { ι |sk
j ≤ Tι−1,Tι < ek

j } (Ti and Ti−1 are in one of the
intervals A in Fig. 2). The amount of transmitted data can be
expressed as the product of the capacity c and time Ti −Ti−1
as similar to Eq. (4), since Ti−1 and Ti are in a busy period
[sk

j, e
k
j). By substituting Eq. (4) into Eq. (5), we obtain

Bg(Ti) = Bg(Ti−1) + Bgp(Ti) − Bgp(Ti−1) − xp
i−1, (6)

for i ∈ { ι |sk
j ≤ Tι−1,Tι < ek

j }. Dividing the both sides of
Eq. (6) by c,
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Dg(Ti) = Dg(Ti−1) + Dgp(Ti) − Dgp(Ti−1) −
xp

i−1

c
(7)

for i ∈ { ι |sk
j ≤ Tι−1,Tι < ek

j }. Note that each busy period for
the router without probe traffic is included in a busy period
for the router with probe traffic.

Dg(Ti) is equal to d for i ∈ { ι |s j ≤ Tι < s1
j }

∪ { ι |ek
j ≤

Tι < sk+1
j }

∪ { ι |em j

j ≤ Tι < e j } (Ti is in one of the intervals
B in Fig. 2). Since the right hand side of Eq. (5) is less than
0 when Ti is in one of the intervals, the right hand side of
Eq. (7) is less than d. Therefore, when Ti is in one of the
intervals A or Ti is in the intervals B, the equation,

Dg(Ti) = max
(
Dg(Ti−1) + Dgp(Ti)

− Dgp(Ti−1) −
xp

i−1

c
, d

)
, (8)

holds. We consider that Eq. (8) approximately holds when
Ti is in A but Ti−1 is in B. In this case, the relation between
Bg(Ti) and Bg(Ti−1) cannot express as Eq. (5) by using total
amount of traffic Xg(Ti−1, Ti). If Ti−1 is in [ek

j, s
k+1
j ) and Ti is

in [sk+1
j , e

k+1
j ),

Bg(Ti) = Bg(Ti−1) + Xg(sk+1
j ,Ti) − c(Ti − sk+1

j ). (9)

Eq. (9) does not correspond to Eq. (5). The approximation
is reasonable when we can assume that the traffic including
cross and target traffic have a constant rate Xg(Ti−1,Ti)/(Ti−
Ti−1) > c in an interval [Ti−1,Ti). If the traffic have a con-
stant rate, Bg(t) increases Xg(Ti−1,Ti)/(Ti − Ti−1) − c bit
per second. Hence, Bg(Ti) = Xg(Ti−1, Ti) − c(Ti − Ti−1)
and Eq. (5) hold since Bg(Ti−1) = 0. As a result, Eq. (8)
means that we can estimate Dg(Ti) from delays Dgp(Ti) and
Dgp(Ti−1) experienced by probe packets.

5.2 Estimator

In practical measurements, we must estimate a start time s j
of a busy period, an end time e j of the busy period, and a
propagation delay d. s j, e j, and d are also possible to obtain
Dgp(Ti) as a delay experienced by a probe packet. A propa-
gation delay d can be estimated by d̂, the minimum delay of
delays experienced by probe packets. By using threshold
δ, we can detect start of busy periods by U = {Ti |Dgp(Ti) ≤
d̂ + δ < Dgp(Ti+1)}. Hence, ŝ j that is a jth smallest element
of U is an estimator of s j. Similarly, ê j that is jth small-
est element of V = {Ti |Dgp(Ti−1) ≥ d̂ + δ > Dgp(Ti)} is an
estimator of e j. The threshold δ affects the performance of
INTEST. Since we should tune the value of δ appropriately,
we discuss the sensitivity of δ to the performance later.

The link capacity c should also be estimated if the IN-
TEST is used by a person who is not a network manager.
The difference (Ti+1 + Dgp(Ti+1)) − (Ti + Dgp(Ti)) between
receiving times of consecutive probe packets is longer than
the transmission time of the traffic that arrives between the
arrival times of the two packets. Hence, with regards to c in

one hop networks, the following inequality holds:

xp
i + Xg(Ti,Ti+1)

c
≤ (Ti+1 + Dgp(Ti+1)) − (Ti + Dgp(Ti)).

Since Xg(Ti,Ti+1) ≥ 0, the estimator ĉ of c is

c ≥
xp

i

(Ti+1 + Dgp(Ti+1)) − (Ti + Dgp(Ti))

ĉ = max
1≤i≤n−1

 xp
i

Ti+1 − Ti + Dgp(Ti+1) − Dgp(Ti)

 . (10)

Needless to say, we should ĉ = c when we can use the infor-
mation of the link capacity.

Based on Eq. (8), ŝ j, ê j, d̂, and ĉ, we can estimate a
delay Dg(Ti) of a network without probe load from a delay
Dgp(Ti) of a network with probe load. Considering the esti-
mator of Dg(Ti) should be Dgp(Ti) if Ti is in an idle period
(i.e., a maximal interval where the number of packets in a
router is 0), the estimator of Dg(Ti) (1 < i ≤ n) is given by

D̂g(Ti) =


max

(
D̂g(Ti−1)+Dgp(Ti) − Dgp(Ti−1)−

xp
i−1

ĉ
, d̂

)
,

ŝ j < Ti ≤ ê j for some j
Dgp(Ti), otherwise.

(11)

Note that the first case of the estimator is the equation
in which Dg(t), d, and c are replaced by D̂g(t), d̂, and ĉ
in Eq. (8), respectively. According to the definition of ŝ j,
Dg(Ti) = Dgp(Ti) when i = 1. We can estimate an aver-
age delay of a network without probe load by

∑n
i=1 D̂g(Ti)/n.

The κ(q)th largest value D̂qua(q) within the values of D̂g(Ti)
is the q-quantile estimator of a network without probe load.

INTEST is applicable for any model of probe and target
traffic. INTEST can provide non-intrusive samples D̂g(Ti)
of a virtual delay process if an arrival process of probe pack-
ets satisfies T1 < T2 < · · · < Tn. Therefore, we can use
any arrival process in a large set of arrival processes that
satisfy the assumption of NIMASTA (Non-Intrusive Mixing
Arrivals See Time Averages) [22] (e.g., Poisson arrivals, a
process with inter-arrival time that follows Gamma distribu-
tion, etc.). Moreover, we can estimate a characteristic of vir-
tual delay process Dg(t) for any arrival process of packets of
target traffic. Our purpose is to accurately estimate a charac-
teristic of a virtual delay process. A characteristic of virtual
delay process does not correspond to that of target traffic if
an arrival process of packets of target traffic is not Poisson
arrivals [22]. However, the technique that transforms vir-
tual delay to delay of target traffic has been proposed in a
previous work [24].

6. Extension for Multi-Hop Network

We can extend INTEST to estimate the delay in multi-hop
networks composed of multiple routers. In Eq. (11), we
use the information regarding link capacity ĉ in the case of
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busy periods, i.e., [s j, e j). When we use INTEST in multi-
hop network, we have to find the congested link that causes
each busy period since link capacity is different in each link.
There are two options to extend INTEST to multi-hop net-
works.

6.1 Use of Timestamp

First option is to utilize timestamps provided by each router.
Letting T k

i denote a timestamp of kth router (k = 1, . . . ,K)
recorded on ith probe packet, we can estimate a queuing
delay of kth router by Dk

gp(Ti) = T k−1
i − T k

i −min1≤l≤n(T k
l −

T k−1
l ), where n denotes the total number of packets. As we

defined in Sect. 3, Ti is the time at which ith probe packet
is dequeued from the queue of source side edge node. Note
that we do not require time synchronization of routers since
we measure queueing delay Dk

gp(Ti). Replacing Dgp(Ti) in
Eqs. (10) and (11) with Dk

gp(Ti) and setting d̂ in Eq. (11) to 0,
we can estimate a queuing delay of kth router without probe
load.

ck ≥
xp

i

(T k
i+1 + Dk

gp(Ti+1)) − (T k
i + Dk

gp(Ti))

ĉk = max
1≤i≤n−1

 xp
i

T k
i+1 − T k

i + Dk
gp(Ti+1) − Dk

gp(Ti)



D̂k
g(Ti) =


max

(
D̂k

g(Ti−1)+Dk
gp(Ti)

−Dk
gp(Ti−1)− xp

i−1
ĉk
, 0

)
, ŝk

j < Ti ≤ êk
j

Dk
gp(Ti), otherwise,

where ck [bit] and ĉk [bit] denote link capacity of a link
between kth and (k + 1)th routers and its estimator.
D̂k

gp(Ti) [sec] denotes an estimator of queueing delay of the
kth router recorded on the ith probe packet. ŝk

j and êk
j are the

estimators of the start and end time of the jth busy period
of kth router, and they are estimated in a similar manner as
ŝ j and ê j. The estimator D̂ts

g (Ti) of end-to-end delay of a
network without probe load when we utilize timestamp is as
follows:

D̂ts
g (Ti) = d̂ +

K∑
k=1

D̂k
g(Ti). (12)

By using Eq. (12), we can estimate an end-to-end delay
of a multi-hop network without probe load. Note that
D̂k

g(Ti) [bit] denotes an estimator of queueing delay, and it
does not include propagation delay. Ping tool used ICMP
packet provides an option to record a timestamp of inter-
mediate routers using header space (The number of hops is
limited to 9 hops in Linux ping tool). On the other hand,
we can record timestamps at intermediate routers or capture
cards on network.

Fig. 3 Probe flow design for a multi-hop measurement.

6.2 Use of a Multi-Flow Probe

To perform a measurement of multi-hop networks using IN-
TEST, we have a second option in which measurement re-
sults of the multi-flow probe are utilized. In multi-flow
approach, we design paths of probe packets as a tree (see
Fig. 3). This type of path design of probe flow is commonly
used in network tomography [26], [27]. Since Eq. (11) con-
tains link capacity ĉ, we have to specify a congested link
to compensate for the increased delay brought about by the
load. We can specify the congested link by comparing de-
lay patterns of probe flows, assuming that a path contains
at most one congested link at the same time. For example,
in Fig. 3, when large delay is observed by probe A and B
(probe C and D do not observe a large delay), we can spec-
ify congested link is the link between N2-N3.

In multi-flow approach, we measure end-to-end delay
of each paths of probe flows, and estimate start and end time
of congestion for each paths. Let rL denote L hop path that
we want to measure end-to-end delay by INTEST. We let
rl (1 ≤ l < L) denote paths that share first l hop path with
rL. We measure end-to-end delay on r1, r2, . . . , rL by probe
packets. Note that these end-to-end delays are increased by
the load of probe traffic. Here, we define busy periods on
a path as periods in which at least one router on the path is
in a busy period. In the same manner as estimator of ŝ j and
ê j, we estimate start time ŝ j,l and end time ê j,l of jth busy
period on path rl.

Comparing the estimated busy periods on each paths,
we specify congested link corresponds to each busy peri-
ods on path rL. Let l j

min denote minimum l that satisfies
|ŝ j,L − ŝ j′,l| < ∆ and |ê j,L − ê j′,l| < ∆ (1 ≤ j′) for a jth busy
period on the path rL. The threshold ∆ should be propor-
tional on the mean of probe generation intervals since large
probe interval degrades the estimation accuracy of start and
end time of busy periods. It is expected that rl that satis-
fies |ŝ j,L − ŝ j′,l| < ∆ and |ê j,L − ê j′,l| < ∆ (1 ≤ j′) have
a common busy period and a common router of congested
link. The router of congested link is in common routers on
these paths. We can specify congested link is l j

minth link for
jth busy period on rL. Let c j [bps] denote bandwidth cl j

min
of

l j
minth link.

Therefore, we can obtain the following estimator for
multi-hop network.
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D̂g(Ti) =


max

(
D̂g(Ti−1)+Dgp(Ti) − Dgp(Ti−1)−

Xp
i−1

c j , d̂
)
,

ŝ j,L < Ti ≤ ê j,L for some j
Dgp(Ti), otherwise,

(13)

where Xp
i [bit] denotes the sum of the length of probe pack-

ets that were injected in [Ti,Ti+1).
In some cases, it is difficult to measure end-to-end de-

lay on the path that share first l′ hops with rL. If we cannot
measure end-to-end delay on the path that share first l′ hop
path with rL, we consider the l′th link and (l′ + 1)th link as
an virtual link with bandwidth max(cl′+1, cl′). In this case,
if l j

min = l′ + 1 for jth busy period, c j = max(cl′+1, cl′)
in Eq. (13). We cannot distinguish which one is the con-
gested link between l′th and l′ + 1th links without delay of
rl′ . By using max(cl′+1, cl′) as c j, since both of Xp

i−1/cl′ and
Xp

i−1/cl′+1 are greater than or equal to Xp
i−1/max(cl′+1, cl′),

we underestimate the compensated delay, thereby returning
closer estimator to the conventional estimator.

7. Evaluation

We next evaluate the performance of INTEST through sim-
ulations to confirm that it can produce more accurate esti-
mates than conventional active measurement. Through sim-
ulation, we first evaluate INTEST in a single-hop network
modeled by M/M/1. Because the theoretical value of MSE
of an estimator can be derived in M/M/1 queueing, we esti-
mate the number of packets in a router in addition to delay
when evaluating the single-hop network. We then move on
to a valuation of INTEST as applied to a multi-hop network.

7.1 A Network Composed of Single Router

7.1.1 A Estimation of the Number of Packets in a Router

We evaluate INTEST in a single-hop network composed of
a router that is modeled by M/M/1 queuing, and show that
INTEST can produce more accurate estimations than con-
ventional active measurement can. So as to clarify the fun-
damental characteristics of INTEST through a simple sce-
nario, we focus here on the average number of packets in a
router and on quantiles of delay. In a simulation of M/M/1
model, we can compare the simulation results with the theo-
retical results shown in Sect. 4, though M/M/1 model is not
a realistic model of a router. By comparing both results,
we can confirm the estimator behaves as expected. Note
that the estimator shown in Sect. 5 does not assume M/M/1
model, and we later evaluate the estimation on a more real-
istic model in Sect. 7.2.

We first perform a simulation under an assumption that
we can observe the number of packets in a router at the time
of the probe packet injection. The simulation is useful in
evaluating the fundamental characteristics of INTEST. Note
that in practice, we cannot observe the number of packets
in a router by a probe packet injection. We can, however,

Fig. 4 MSEs of the conventional and INTEST estimators when we esti-
mate the number of packets in a router modeled by M/M/1 queuing.

theoretically calculate the MSE, as described in Sect. 4. Pa-
rameters for this simulation are the same as those for the
simulation shown in Sect. 4.

To estimate the mean number of packets in a router, we
modify the INTEST estimator of Eq. (11) as follows.

M̂g(Ti) =


max

(
M̂g(Ti−1) + Mgp(Ti) − Mgp(Ti−1) − 1, 0

)
,

ŝ′j < Ti ≤ ê′j for arbitrary j
Mgp(Ti), otherwise,

(14)

where M̂g(t) [packet] is the estimator of the number of pack-
ets in a router without probe load at time t. Also, ŝ′j and ê′j
that are jth smallest elements of U′ = {Ti |Mgp(Ti) < θ ≤
Mgp(Ti+1)} and V ′ = {Ti |Mgp(Ti−1) > θ ≥ Mgp(Ti)} are es-
timators of s′j and e′j, respectively. We can obtain Eq. (14)
by replacing Dgp(t), D̂g(t), d̂, xp

i /ĉ, ŝ j, and ê j with Mgp(t),
M̂g(t), 0, 1, ŝ′j, and ê′j in Eq. (11). In estimation of the num-
ber of packets in a router, we do not have to consider a prop-
agation delay. The number of packets in a router increases
by 1 if a probe packet is injected though the delay in a router
increases by xp

i /ĉ. We set threshold θ to 7.5 [packets]. We
should tune the threshold carefully to bring out the INTEST
performance (we confirm the sensitivity of the accuracy on
the threshold later).

By varying the number of probe packets for each sim-
ulation from 2 [packets] to 2048 [packets] (i.e., the probe
load is changed from 0.0062% to 6.3%), we calculate MSE
for the conventional estimator and INTEST estimator of
Eq. (14). Results are shown in Fig. 4. In the calculation of
MSE, we repeated the simulation 5,000 times at each num-
ber of probe packets. The theoretical values for the conven-
tional estimator in Fig. 4 are the same as the MSE values
shown in Fig. 1, and the theoretical values for the INTEST
estimator are σ2, which is the MSE for an unbiased estima-
tor. We can confirm from Fig. 4 that the minimum value of
the MSE of the INTEST estimator is smaller than that of the
conventional estimator. This shows that INTEST achieves
highly accurate measurement that broke the bound of con-
ventional active measurement.

We also calculate MSE for the conventional estimator
and INTEST estimator for the simulation with low link uti-



1384
IEICE TRANS. COMMUN., VOL.E100–B, NO.8 AUGUST 2017

Fig. 5 A comparison of a delay process of the network without probe
load and samples D̂g(Ti) by INTEST.

lization. In the above simulation, we changes the target traf-
fic so that the link utilization is 0.5. The other conditions of
the simulation are the same as the above simulation. In the
simulation with low link utilization, MSEs of INTEST es-
timator are similar to those of conventional estimator. The
deferences are lower than 0.16% of MSE of conventional
estimators. When a link utilization is low, INTEST estima-
tor behaves as a conventional estimator since the number of
packets in a router is almost always lower than the thresh-
old θ. INTEST estimator can give similar performance with
conventional estimator in uncongested networks in which
delay measurement is not necessarily important.

7.1.2 A Estimation of the Delay

Next, we evaluate the network delay under the same con-
ditions as the above simulation. To confirm that D̂g(Ti)—a
sample of a delay process obtained by compensation with
INTEST in Eq. (11)—corresponds to the delay of the net-
work without probe load at time Ti, we derive a delay pro-
cess of the network without probe load and compare D̂g(Ti)
to the process. We set the threshold δ to 0.2 [msec] when
deriving D̂g(Ti). We should tune the threshold carefully to
bring out the INTEST performance (we confirm the sensi-
tivity of the accuracy on the threshold later). In Fig. 5,
we show D̂g(Ti) and delay processes over the interval [0.02,
0.04) [sec]. In the example, the number n of probe is 1024.
From the figure, we note that samples D̂g(Ti) of the INTEST
estimator are very close to delay process Dg(t) of the net-
work without probe load, although samples Dgp(Ti) of the
conventional estimator differ greatly from the process.

Repeating similar simulations 5,000 times for each
probe load, we derive the bias and MSE of the estimator at
95%-quantile of delay and evaluate the accuracy. It is well
known that the cumulative distribution function of M/M/1
queuing delay is

F(t) = 1 − λ
µ

e−(µ−λ)t, (0 ≤ t).

Then, the true value D∗qua(q) of q-quantile is

Fig. 6 Biases of the conventional and INTEST estimators when we esti-
mate 95%-quantile of delay of a router modeled by M/M/1 queuing.

D∗qua(q) =

−
1
µ − λ log

µ

λ
(1 − q), 1 − λ

µ
≤ q

0, otherwise.
(15)

We show the bias (i.e., mean difference between the value of
Eq. (15) and an estimator) of the conventional and INTEST
estimator in Fig. 6. We find that the INTEST estimator can
provide an unbiased estimation when the probe load is suf-
ficiently large. The conventional estimator and INTEST es-
timator both show a bias when the ratio of probe load to
the link capacity is small. This is because the number of
probe packets, at 2 to 64 [packets], is too small. The results
of INTEST estimator without bandwidth estimation is also
shown in the figure for comparison. The biases of INTEST
estimator without bandwidth estimation are slightly better
than those of INTEST estimator with bandwidth estimation
when the probe load is small. When the probe rate is too
small, it is difficult to accurately estimate bandwidth since
probe packet intervals are large. As for MSE, we obtained
results similar to those shown in Fig. 4. We also calculate
MSE for the conventional estimator and INTEST estimator
for the simulation with low link utilization. In the simula-
tion with low link utilization, MSEs of INTEST estimator
are similar to those of conventional estimator.

We compare Eq. (8) and virtual delay to confirm the
validity of the approximation on Eq. (8). In the simulation of
M/M/1 queueing, we derive virtual delay (i.e., true values),
and calculate the mean error of Eq. (8) for i ∈ { ι |Tι−1 <
sk

j ≤ Tι < ek
j } (i.e., Ti is in A but Ti−1 is in B). Note that

a bandwidth is not estimated, but given for the calculation.
The results are shown in Fig. 7. In the figure, mean error of
a sample increase as probing rate increases. When probing
rate is large, a busy period [s j, e j) of the router with probe
load includes many busy period [sk

j, e
k
j) of the router without

probe load. The error can be raised for every busy period
[sk

j, e
k
j) of the router without probe load. As a result, error of

Eq. (8) is accumulated in a busy period [s j, e j) of the router
with probe load. Though the results of INTEST estimator
in Fig. 6 include the error, the estimator is accurate than the
conventional estimator even if the probe load is high. The
results in Fig. 6 indicate that the error can be negligible with
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Fig. 7 Mean error of Eq. (8).

Fig. 8 Sensitivity of the performance of INTEST on the threshold θwhen
we estimate the number of packets in a router modeled by M/M/1 queuing.

respect to the bias of conventional estimators.

7.1.3 The Sensitivity of Performance on the Threshold

We verify the sensitivity of performance on the threshold
θ and δ. Changing the threshold θ and δ, we perform two
simulations regarding the average number of packets in a
router and quantiles of delay. Except the threshold θ and δ,
the parameters for these simulations are almost the same as
the simulation with high link utilization in Sect. 7.1.2. For
the estimation of the average number of packets in a router,
we change θ between 0 and 80.5, and we show the results of
the simulation in Fig. 8. For the estimation of quantiles of
delay, we change δ between 0 and 0.0064, and we show the
results of the simulation in Fig. 9. We can confirm that MSE
of INTEST estimator converges to that of the conventional
estimator when θ → ∞ and δ → ∞. As θ and δ become
large, periods in (ŝ j, ê j] became short. Therefore, Eq. (11)
approaches D̂g(Ti) = Dgp(Ti). Namely, INTEST estimator
approaches conventional estimator. On the other hand, θ = 0
and δ = 0 do not achieve the best performance. When the
threshold θ and δ are too small, it is difficult to estimate ŝ j
and ê j since Dgp(t) frequently exceeds the threshold. Hence,
there are the optimal values for the thresholds θ and δ.

7.1.4 An Arrival Process Other than Poisson Process

Finaly, to confirm that INTEST can be applied to an ar-
rival process other than Poisson processes, we also calcu-
late MSE of conventional and INTEST estimators under
a Markov-Modulated Poisson Process (MMPP) [28]. We
change the arrival process of the target process in the above
simulation to a two-state MMPP. We set the threshold δ to
0.2 [msec]. The transition rate matrix Q of the MMPP we

Fig. 9 Sensitivity of the performance of INTEST on the threshold δwhen
we estimate 95%-quantile of delay of a router modeled by M/M/1 queuing.

Fig. 10 Biases of the conventional and INTEST estimators when we es-
timate 95%-quantile of delay of a router modeled by MMPP/M/1 queuing.

use is

Q =
(
−5 5
5 −5

)
.

The link utilization on states 1 and 2 are 0.5 and 0.9, re-
spectively. The results are shown in Fig. 10, and we got the
similar results with the simulation of M/M/1 queueing.

From the results of the above simulations, we confirm
that INTEST transcends the fundamental accuracy bound
pointed out in Sect. 4 and enables highly accurate measure-
ments of delay in a single-hop network. In INTEST, when
the probing rate increases, accuracy does not suffer but in-
stead improves. In conventional estimation, the parameter
area (in which both bias and variance are small) is itself
very small. With INTEST, however, we can conduct un-
biased and small variance estimations as long as the probing
rate is fairly high.

7.2 A Network Composed of Multiple Routers

To confirm that INTEST enables accurate estimation for a
network composed of multiple routers, we perform a simu-
lation with ns-3 simulator [29]. We perform a simulation
of the network shown in Fig. 11, and estimate end-to-end
delay of the network without probe load, using probe flows
from node N0 to node P1 and from N0 to P2. Note that the
router model in the simulation is not M/M/1 model in ns-
3. The capacities of links N1-N2 and N2-N3 are taken as
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Fig. 11 Simulation model.

15.552 [Mbps] and 31.104 [Mbps], respectively. That of the
other links as 62.208 [Mbps]. In the simulation, the target
traffic streams from node N0 to node N4. The packet length
of the target traffic is 600 [bytes]. The sending time of the
packets follow a Poisson arrival; here, we tuned the sending
rate so as to occupy 10% of the link capacity of the bot-
tleneck link N1-N2. As mentioned above, INTEST is not
restricted by a Poisson arrival of the target traffic. However,
it is difficult to exactly know the true value of the virtual
delay on the path by measuring delay of target traffic un-
less the sending time of the packets follows a Poisson ar-
rival [22]. As for cross traffic, traffic streams along two
routes (i.e., from N5 to N6 and from N6 to N7), and there
are two flows for each route. The cross traffic streams over
repetitive ON/OFF intervals, with the constant bit rate of
8 [Mbps] during ON periods. The ON and OFF periods
follow exponential distribution with mean 1.0 and 4.0, re-
spectively. In ON periods, the cross traffic generated with
constant bit rate. The packet length of the cross traffic is
600 [byte]. When two flows sharing the same route are
both in an ON interval, the total amount of traffic exceeds the
bottleneck link capacity, thereby producing packet delays on
node N1 or N2. Packet loss does not occur since the size of
the buffers on node N1 or N2 is supposed to be sufficiently
large. If there is no probe packets in the network, the total
link utilization of the bottleneck link N1-N2 is about 0.306.
The length of the probe packets is 64 [byte]. The injecting
time of the probe packets follows a Poisson arrival, and we
tuned the probing rate so as to occupy 0.125%, 0.25%, 1.0%,
2.0%, and 4.0% of the link capacity of the bottleneck link.
All of the packets in the simulation are UDP packets, and
the simulation time is 50.0 [sec]. On an assumption that the
link capacity is already known, we did not estimate the link
capacity with Eq. (10).

In Fig. 12, we show the differences between estimators
and the true value of 95%-quantile end-to-end delay. From
the figure, the conventional estimators become increasingly
separated from the true value with an increasing ratio of
probe load to link capacity. We note that the INTEST esti-
mators are closer to the true value than the conventional es-
timators. Through this simulation, we confirm that INTEST
can accurately estimate the end-to-end delay of a network
composed of multiple routers.

Fig. 12 Estimation by INTEST and conventional estimators of end-to-
end delay of a network composed of multiple routers.

8. Conclusion

In this paper, we demonstrated that there exists a fundamen-
tal accuracy bound to conventional active measurement of
delay in the M/M/1 case and proposed INTEST to transcend
the bound.

We evaluated the accuracy in terms of MSE, taking
bias into consideration in the case of estimating the num-
ber of packets in a router modeled by M/M/1 queuing, and
showed that MSE has a lower bound across varying probing
rates. Performing simulations of a single M/M/1 queuing,
MMPP/M/1, and a multi-hop network, we demonstrated that
our INTEST estimator provides unbiased and small variance
estimation of high quantile end-to-end delay, whereas the
conventional estimator does not provide unbiased estima-
tion.

We plan to evaluate INTEST on a real network and ex-
tend it to packet loss estimation and to wireless networks in
future works.
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